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PREFACE

In this Occasional Paper, Professor Bourne critica’ly examines the most
recent psychological explanations of thought, especially in connection with con-
cept learning. He points to weaknesses in explanations of concept learning that
follow solely S-R theory, S-R mediational theory, and cognitive theory, espe-
cially cognitive theory that attempts to explain concept learning in terms of
underlying (nonbehaviorai) mechanisms and processes. Rather, he views
thought as behavior, closely linked to situations and overt actions. "Thoughts
are events. . . . Like all events they are datable and locatable . . . thought
is describable as a state of readiness ., . . overt behavior can follow natu-
rally, and the thought is part of that behavior. It must be clear thatbehavioral
sequelae can be either explicit—an overt attempt at proper performance, or
implicit—as, for example, in subvocal speech. But to recognize implicit be-
havior (thought) is not to endow it with the special property of control over
overt attempts.

It is interesting to note that Professor Gary A. Davis in Occasional Paper
No. 2 described two types of problem-solving behavior: coverttrial-and-error
behavior and overt trial-and-error behavior. Bourne'sand Davis' independent
analyses have much in common.

The Center is fortunate indeed that Prefessor Bourne was affiliated with
the Center as a visiting scholar during the Summer Session of 1966. This
theoretical paper and a subsequent technicalreport represent some of the con-
tributions he made to the research program of the Center.

Herbert J. Klausmeier
Co-Director for Research
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ABSTRACT

A summary of current theoretical work in the area of concept formation is
presented with emphasis on the presentation of thinking in theory. Examina-
tion of the logic relating thinking to behavior leads tocriticism of the tendency
to subordinate ''behavior' to underlying processes. The difficulties inherent
inanalyses of this type are that underlying processes are commonly described
in behavioral terms and that they are invisible and nonverifiable inventions of
the theorizer.

The present paper outlines the need foran explanationof behavior to account
for its obvious generative and recursive character, Professor Bourne suggests
that behavior may be a rule-following enterprise, and presents a brief review
of research to illustrate his postulate. Finally, the place of thinking as a con-
cept in psychology is discussed. Thought is seen as an event which reflects

a change in the individual's possibilities for behaving,
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INTRODUCTION

The alleged purpose of this paper is to show
how theoretical and empirical researchon hu-
man conceptual behavior has or might contrib-
ute to an understanding of thought. The task
is formidable for many reasons, not the least
of whichislack of clarityand agreement about
the primary subject matter, thinking. Unless
there is anacceptable answer to the question,
what is thinking, there is no obvious way to
proceed. But perhaps the more basic question
is, would everyone recognize the right answer,
the ''true' answer, if there were one and it
were given? If the answer to that is no, there
is no point to proceeding.

The fa-t that we have a dilemma is dis-
heartening, but that hasn't stopped many ofus
from talking about thinking, or from positing
""thought processes''as the mechanisms which
permit or enable organisms to do the complex
things they do. And it is largely because of
this that there is something to discuss in this
paper.

The plan is as follows. First to be pre-
sented is a summary of some of the current

theoretical work in the area of concept forma-
tion. Detailed accounts are available in a
number of sources (Hunt, 1962; Kleinmuntz,
1966; Bourne, 1966a, 1966b) so the descrip-
tions will be brief and cursory. Emphasis
will be put on what might be described as the
represeniation of thinking in theory, though
there is no hope that the respective theorists
would agree entirely with this distortion of
their work. Second is an examination of the
logic which relates thinking, as it is embodied
in the theories, to behavior. Given that there
are certain inadequacies inthese formulations,
the next stepis tosuggest an alternative which
has implications not only for the psychology
of thinking but also for the analysis of behavior.
Some illustrative research will then be dis-
cussed in order to point up the possible uses
of an alternative approach — which I should
hasten to say is hardly new or original with
me. And finally the paper returns briefly to
"thinking' and its place as a concept in
psychology.



THEORIES OF CONCEPTUAL BEHAVIOR

Contemporary thecories about conceptual
behaviorare, for the most part, specialcases
of lcarning theory. While there is considerable
variation, most of them are recognized easi-
iy as one of two main types.,

S—R ASSOCIATIONAL THEORIES

Theories based on the principle of associ-
ation formationdescribe a concept asa set of
connections betwecen some response and cer-
tain attributes or cues in stimulus patterns
{Kendler, 1961). These S-R associations arce
assumed to gain strength gradually as a func-
tion of repeated and (relatively) consistent
reinforcement of the correct response in the
presence of the relevant stimulus attributes.
Eventually associative strengthbecomes max-
imal and the concept is said to be formed.
Theassociationsare assumed toexist between
only certain attributes of the stimuli and the
response, so that these are the effectivede-
terminers of response. Irrelevant or unim-
portantattributes —those whichvary from one
instance of the concept to another—fail to de-
velop any significant associative strength,
Indeed some variants of this description
(Bourne and Restle, 1959) propose a process
of adaptation, concurrent with the develop-
ment of associations, which results in the
suppression of irrelevant cues (in a sense, S
comes to ignore them). The proper associa-
tions develop insuch a way that whenever the
defining attributes occur, even in the context
of a new stimulus pattern, the conceptual re-
sponse will be elicited.

In most basic form, theories of this type
make no assumptions about processes within
the organism, save those which concern the
existence of associations and the possibility
of persistent memory traces. Behavior is a
consequence of external stimulus conditions
andnoassertions are made about intervening,
autonomous thought processes. Concept for-
mation, like other forms of learning, is the
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more or less mechanical connecting up of
stimulus and response, No distinction in the-
ory is made between concept formation—the
original association of any response with the
defining stimulus attributes of a concept—and
concept utilization—the reflection of these
associations insome different, seccondary task
such as the identification or discovery of one
among several known concepts. Presumably
the principles of transfer of training, cspe-
cially those concerned with stimulus and re-
sponse similarity variables, are sufficient to
anadecquate interpretation of ''utilization"
problems.

““HYPOTHESIS'* THEORIES

Hypothesis-testing or process (Kleinmuntz,
1966) theories (no rubric is entirely satisfac-
tory), in contrast to associational theories,
typically characterize the concept as some
internal, cognitive representation of objective
events or relationships among events., Be-
havior is largely a by-product of selecting a
concept as an hypothesis from the available
repertoire (from among those concepts which
S knows)and acting upon it, The selected con-
cept (hypothesis) is said to ''govern' or to
control overt behavior (e.g., Restle, 1962).
Ina problematic situation, _S_always cntertains
one or more hypotheses. Each stimulus pat-
ternencountered providesa test of the select-
ed hypothesis —leading to its rejection, re-
vision, or acceptance as a solution. Assumed-
ly the repertoire of available hypotheses at
any given time is a function of nativistic fac-
tors and past experience. In theory, new
concepts are learned or, better, constructed
by putting old concepts together in novel ways.
When the problem requires the utilization of a
known concept, the task is simply to select or
identify which of the available concepts is
correct.

Unlike their associational counterparts,
hypothesis theories attribute important inter-
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nal monitoring and processing functions to the
organism. Hereceives incoming information,
makes some kind of consistency check with his
current hypothesis, and undertakes decision
processcs whichresult ina modification of the
hypothesis and, only secondarily, in an overt
act of behavior. Further, reinforcement or
informative feedback is presumed to operate
not directly onovert behavior but on the impli-
cit processes which control overt behavior
(Levine, 1966). These inte1 nal activities
could, obviously, be construed as the sum and
substance of thinking. It might be noted that,
although these processes are nonobservable,
they aredescribed interms—reacting to, com-
paring, selecting and revising, acting upon—
much like those used tocharacterize overt be-
havior. In some cases, hypothesis theories
seem to embody the notion of implicit rehearsal
of action, prior to action itself.

INTERNALIZED BEHAVIOR AND THE MEDIATIONAL

What is the origin of an implicit kypothesis
or process? Knowing what we do about be-
havior, the answer (if there is one) must lie
partly at least in learning. Surely the indi-
vidual can internalize only those behaviors
which come naturally {e. g., reflexes)or which
have been acquired inovert form. Hypothesis-
testing a nd more complicated strategic be-
haviers are characteristic of sophisticated
organisms anddepend on a backlog of training
and experience which is transferable to new
situations.

The mechanics for converting an overt be-
havior into an internal analogue has been a
subject of considerable speculation. A popular
and intuitively reasonable argument is the
mediation hypothesis, first adumbrated by
early Behaviorists, later formalized by Hull
(1930), and more recently elaborated in the
interpretationof a wide range of behaviors by
contemporary S-R theorists (e.g., Goss,
1961; Kendler and Kendler, 1962; Osgood,
1953; Staats and Staats, 1964). The general
idea is that in the course of associating ex-
ternal stimuli with overt responses, some
representation of behavior becomes anticipa-
tory, producing self-stimulation that has a
covert, cognitive or symbolic cue function.
The anticipatory behavior might or might rot
be a full replica of the overt responses assio-
ciated with the stimulus. It is said to be m:di-
ational in the sense that the self-stimulition
it produces can become associated with >ther
overt responses as might be appropriate in a
subsequent learning situation.

Insofar as conceptual bechavior is con-
cerned, the notion of verbal mediators be-
comes vitally important. Kendler and Kendler
(1962; sce also Kendler, 1960, 149ol) have
argued in effect that language, first acquired
in the form of overt responses scrving pri-
marily a communicative function, becomes
the means of regulating other overt actions.
As a child matures and learns, his activity is
mediated through words. This developmental
process is represented theoretically by the
transition from a single-unit S-R system to a
double - (or multi-)unit system, involving ver-
bal mediational components. The Kendlers'
analysis of the change in relative difficulty of
reversal and nonreversal shifts in the solution
of simple conceptual problems in terms of this
transition is w ll-known. Goss (1961) and
Staats (1961; Staats and Staats, 1964) have
extended the mechanism of verbal mediation
to describe information processing, hypothe-
ses, strategies, and otber implicit activities
often assumed to occur in conceptual problems.

Somewhatdiiferentis a proposalby Mandler
(1962). He agrees that the basic form of
learning is associational—external S with ex-
ternal R or external R} withexternal R, prob-
ably mediated by stimuli produced byRj.
With practice (training) the correct response
or response sequence becomes stable, able to
be run off quickly and without error. In the
case of inter-associations between two or
more responses, the entire sequence comes
to function as a unit, much as the individual
response elements prior to training. Once
associated (or integrated) the new response
unit generates (how is unclear) an internal
structural representation or anaiogue, which
functions independently of the overt behavior
it represents.

Analogic structures and medialional pro-
cesses, being th. '"substance’ of covert activ-
ity, are two cont2mporary, associational ve-
hicles of thought. Theyare said to provide for
cognitive control of overt behavior. Many
mediators or structures might be elicited in a
given stimulus situation—this depends on the
history and abilities of S. Overt behaviors are
guided by one or another of these internal pro-
cesses as determined perhaps by their rela-
tive strengths, generalization, and other vari-
ables. Incorrect or inadequate implicit activ-
ities, among those available to S, are rejected
(suppressed or extinguished) on the basis of
events consequent to overt behavior. Even-
tually, the correct implicit process will be-
come dominant, relative toothers, will be re-
inforced, and thus will control the charac-
teristics of S's outward performance.
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CONTRASTS AND COMPARISONS

It is treacherous to make geruvral staie-
ments here, for the individual theorists do not
always agree on details. However, there ap-
pear to be few substantive ditfferences amoug
the concepts of mediational process, analogic
structure and hypothesis. As concevns the
analogue and the mediator, two issues arise.
First, mediators in general are thought to be
associated with overt behaviors, leading di-
rectly to the occurrence of those behaviors.
There is no implication of similarity in form
between the mediational response and the overt
response with which it might become associ-
ated. Structures, on the other hand, pre-
sumably can occur independently of overt be-
havior and are not associated in the usual
sense with a consequent action. However, the
analogue (as the name implies) does reflect
faithfully an: completely some explicit re-
sponse sequence, to which it leads under the
right conaitions. Second, the unit mediator
seems rather n.ore limited (better defined?)
tran the vnit analogue. Whereas the mediator
i descrinbed in terins of separable response
elements, e.g., attending or naming, the an-

alogie s nny functicraivesponse undt including
those comprised of several integrated sub-
wnits aned takes on, though not explicitly, the
aparacier of 4 ovule oy organizing suab-units
ratner than the poculiar imechanics of the units
tnemiseives,  But this fauver difference might
be illusery, {or Goss {1961} has 2rgued that
mediaters too can be irterpreted as complex
selt-instructions whicn well § what to do in an
'organized’ way, -

Tre hypothesis icea has some of the char-
acter of both mediators and analogues. It
seems (¢ contribute little in the way of addi-
tional insight into covert activity, although the
various forms of hypothesis theory might gen-
erate unique expectations of data. In general,
however, hypotheses are internal representa-
tions of externalevents and/or potential action
which very well might arise from the acquisi-
tion of behavior inovert formviaassociationa)
processes. The all-or-none character »f con-
cept learning implied by some hyputhesis
theories (e.g., Bower and Trabasso, 1963},
which is said to be a consequence of hyrothe-
sis-testing, could just as conceivably reflect
the shifting of mediators or analogues.

-.v—-
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CRITICISM AND AN ALTERNATIVE

Mediating siimuliaad responses, symbolic
analozues, hypotheses-~thesz2are some of the
modnrn counterpayrts of the olde~ elements of
the mind, like 1deas, iimage.s, and feelingz.
Tnis 1s the stuff ¢f which thougihis are made
and on which thinking (thought proczsrer?)
works its magic —at least so some contempo-
rary theorizing might vuggest. Once alltle
intricate, internal, covert, or hypothetical
processes have run their course, out comes
behavior. Behavior gets subourdinatea to the
underlying process{cs) and begins to take on
all the earmarks of a rather trivicl. ahaost
un-ssential thing.

Comment. Tlere is no question about the
reality of certain private, ‘mplinit processes
and evines svch 3s subvocal speech or visual
inages. When the concept of thinkicg issimi-
ted {0 these covert activitivs, it takes a weak
form and, like overt behavior, is something
that a researcher might seek to find out about
through experirments. When these (cr other
hypothetical) covert activities are further en-
dowed with the s pecial prcperties of anteced-
ence and control of overtbehuvior, the cuncept
.akes the strenger forwa found inat least some
thecoretical systems.

WHY THE JNDERLYING PRCCESS?

The necessity for assuraptions a2houl inter-
regulating proczssces seeims to come a-~
bout from widespread disb=lief that overt re-
sponses fully reflect all that S has learnedor
knows. We observe 3 classifving ccmplex,
muitidime nsivnal stnnulus patterns in a con-
ceptual task, and it is temnpiing to ask what
lics behind it, how did he figure out hoaw to do
it, what are the underlying bases of his clas-
sification? There arec problems, morecover,
with analyzing certain erapirical outcomes,
such as the relative difficulty ot reversal and
nenrevernal snift. (Kendler arnd Ke:dler,
1962), in terins o: the establishment of dis-
criminative respons=s to sorie specifiable,

nai,

recurrent serof properties of physical stimu-
1*, and so it s¢ems obligatory to assume the
existence of preparatory internal activitics
and to ascribe S's responses to some sort of
covert, cofiputational mechanism involving
mediators, hvpotheses, response generators,
or what nct. And this is thinking.

CRITICISM

Such thecrizing makes for interesting—
snmetimes exciticg-—prose; but its contribu-
tion to an understanding of thinking and be-
bavior is not always clear., Assertionsabout
underlying processes, and correlative ascrip-
tions ©of behavior, are not harmless, if they
are taken seriously and literally. They de-
mand careful examinationand a defense based
on necessity, lest the theorist be accused of
"explaining away‘' {not accounting for) impor-
tant empirical problems. Theories of con-
ceptual behavior which embody assumptions
about underlying processes are vulnerable on
at least three points.

First, underlying processes are commonly
described in behavieral terms. Presumably,
they follow the principies of behavior and, in
that sense, have all the essential features or
properties of real behavior. The process is
an invisible behavior, but a behavior nonethe-
less, In principle, it can do nothing a man
cannot do, publically and overtly, The task
of accounting for human behavior, then, still
remains. In a sexse, the theory has simply
slipped inun interpolated rehearsal phase be-
tween the perception and the overt rasponse
phases of an action sequence.

Second, the theory imposes the necessity
to study invisidle processes—preocesses which
might aot ex1et and for which there is no des-
cription (not even physiological) which per-
mits recognition when and if they did occur.
Ther= is the familiar argument,
that these internal processesarea hypothetical
apd that it really does not make any difference

of ccurse,
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how they are describec. Oae is tree to make
any plausible idendifications botwe r tormal
parameters ot the moael and behavioral
What counis in Low well the theory
descerions the Buat if that is so, why
bother wath process~-tolh? It should be pos-
sible to deveritbye {and in that sense account

cvents.,

cata.

for) the bhehavior of interoest, viz,, what peo-

ple van do, witnout 4 wistful sojour intc the
unknown.
Third, the theoretical underaying process

is an iovention — an invented cnswer to the
question, what bas  lcarned that enabled hum
to respond as he dia?  The invention then is
said to explain §'s behavior. ‘There ‘s some
circularity in this reasoning whici. is furiher
illustrated in wha‘ follov s, But the mo-re
basic question is whether there isany uced to
be concerned about a psycaologicil enabling
mechanism that permits behav.or te be what
it is,

None of this. should he taken t impugn at-
ternpts to describe {or redescribe) conceptual
behavior within a warticalar classification
scheme or guantitative model It is oi cnn-
siderable interest and iimportance to deter-
mine whetheir performances are aptly des-
cribed by a sn.all set of sirategies, to plot
performance changer over trials, to search
for rules which characterire resvonse ce-
quences, and tocompute the tine grain statis-
tics of data. Whenever emn.pirical information
can be summarized «n a general equation; it
is evidence of genuine progress. These de-
vices provide & haindle obp behavior--a means
for distinguishing ktehaviors, of recognizing
equivalent behaviors and cof identifying new
behaviors. They help to show Fow S solved
the conceptual problem.

But there is a diffeience between saying
that S8's behavior can be descriked satisfac-
torily in a particular way and saying that S
leatned something which aliowed or enabled
a particular description to be satisfied. For
exaa.ple, ‘t has become routine for mathe-
rmmatical models to give precise and detailed
quantitative accounts of learning data. Itis
largely for this reason that models are cf
great use and value in experimental psychol-
ogy. But, as has often been said, a model
can be right for the wraong reasons (e.g.,
Anderson, 1964). Its descripilion can be ac-
curate while, at the same time, uuntenable
piychological properties are assigned to its
formal parameters and rules. Neither the
conceptual deveiopment, nor the use of the
m.odel in the analysis of experiments is inany
way depenceant on thesge identifications (Bush

o
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and Mosteller, 1455). And its velie n pro-
viding a descripti /v account s ncither less -
eued nor enhinced by its psychological 'em-
bedlishments. ' Thos. just becausre S's be-
havior isaccuralely ''‘predictcd' by some ra-
tionally- devived eguatiun is no evidence that
the underlying processes =aid to be signified,
represented. or ideatitied with the model ex-
ist or urcur, There are straight{/orwird, ok-
jective criteric fur deciding whether 4 muodel
fits th. da.a. Rut there are no uriteria for
deciding which, if any, uvnderlyiug processes
enabled the data—S's behavior-—to satisiy tlLe
model and the description it provides.

Similarly, wkhile empirical findings mighe
be nicely summarized in tern.s of the rules
o. perforriance tha* 5 has learncd, there is
litcle tobe gained bvasking what psychological
process enalrled S io follow the ruses. Thera
does noc appear tu be any wiay to answer that
question without regressing tc an inveniion.
And then, therve is the problem of reccgniziag
the right ans'wer, assuming that there is one.
The only answer that makes sense, consider-
ing the derivation of rules, classification
systems and mndels from behavior, kas al-
ready been given; S learned the solutivn to a
problem, in the course of which he behaved
incertainways which can be describecd. Maa-
ufacturing an answerv to tne further qucstion
ahout an enabling mechamsm (if there is one)
is unot a condition for understanding or ex-
piaining the fact that § did what he did. If the
new guestionand answer routine gives great-
er xignificance to that fact, it will be an un-
usual success.

THINKING AND BEHAVIOR

It would be dead wrong to construe any of
this to the conclusicn that people do neot think
or thatthe phenemena of thinking are not com-
plex. What it means *tc suggest is that the
corplexities are behavioral complexities;
they reside in what people do cr ran do, and
are not fruitfully relegated to a governing po-
cition interior to the organismand antecedent
tc behavior. The task of psychology is to as-
certaic whichobjective factors in the past and
present states of the organism and its envi-
ronmen: make a difference inhow he behaves,
so that behavior can bhe described and pre-
dicted rather than merely atirmbuted to & me-
diational process, anbypothesis selecting and
testing device, or some othex equally sugges~
tive metaphor (Bergmann, 1943),
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tlow is 17 possible o say that the complex-
ities e in 5% behavior when in factall 5
might e cbserved todeo in the course of sclv-
ng o conceptual probleny is press butions or
These are rather hum-drum,
~vithin the
vapavities of svea some auite stopid orga-
Sarvlv when a human being forms a
vaoncept, he learns more than betton pressing

and

scrt out cards,
cverydiy Slype respotists--easils

11s3ins,

respanses; it seems fair to aszk, woaat's
Lehind 1t?

Part of the problem might be that tais des-
cription is built on an arbitrary and timiting
definition of response and of whit constitutes
a behavinr. (Parenthetically, it might be
noted that there is ananalogous built-in lima-
tationin the commmonuse of the term stimalus
as a cu. ) The buatton press {or whatever is
required of S on cach trial) 1s typically cited
as the {unctioval behavioral uanit. References
are made to changes in ite probability of oc-
carrence and to the possibility of its being re-
inforceable in a vnitarv fashion us if it were
the response being learned or associated in a
tonceptual problem. But there is nothing
nztural ubout this; ir follows more from ex-~
perimental procedure than {rom empirical
The selection of a workable unit
of analysis does not mean that itis the proper,
most meaningful, or inasc useful unit. Neither
does it carvy any irnplications about the struc-
ture ot behavior or about what is learned.
The bounds marking one response irom an-
other are often unspecifiable. It is clear that
any particular unit, say, a button press, can
be redescribed in terms of more elementary
components. And, if that is the case, it must
also be allowed that any such response might
itself merely be a component of aneven larg-
er unit. In fact, the whole idea of response
units —meaning{ul as separate and isolated
entities—bears careful examination.

But that is not at issue here. The point to
be made is that many of the compiexities
commuonly identified with thinking might very
well find their representation in behavior—
not in underlying, antedating rmecbhanisms—
and might very well be observable, describ-
able, and understandable if behavior itself
were viewcd not as 3 collection of individuatl
(thvugh perhaps inter-associated) uanits but as
an ongoing rule-following process.

evidence,

Psychology has been deluged in the last
few years (e.g., Miller, Galanter and Prib-
ram, 1960; Smith, 19266; Chomsky, 1957) with

L
Com

lemonstrations of the seemingly obvious fact
tnat humaa beinge have aa aimost unlimiled
capacity for new. yet systumatic behaviors.
Acticnsasce sohiphly urganized. everr i novel
sityitions, as to defy interpretation based ¢cn
the prior acquisition ot mndiviaual vespons:s
{fevea te "similar™ stirnuli), A common ex-
ample is the apparcont ability shared by all
no~mal pcople (3 speek or write such an as-
trowomical nuriber of sentences that it would
be impoussible in s lifetime tc hear them all
evep orce, But almost any example, e.g.,
solving arithmetic problems, improvising
music, or playiag basketball, would be cqually
good. Any dofinition of learaing in terms of
associations and arbitrarily small response
units gets into trouble with these examples.
Such a system does not seem to permit the
organism to behave :n ways we know he can
in fact b=have.

What is needed is adescription of behavior
which allows for its obvicus generative and
recursive character, whichis togay the capa-
city of organisms to behave flexivly in new
situations unbcunded by stimulus and response
clements comimon to {or similar with) those
encourtercd in the past. Such a descrintion
might well begin with the assertion that what
organisms learn are rules and that behavior
is a rule-following enterprise. No assump-
tion about consciousawarcness or the verbal-
izability of a rule is necessary: nor is there
any need for a commitment to rule rnechanisms
as an antecedent condition for overt behavior.
What is implied is that any particular behavior
(response or response sequence) committed
by the organism is recognizably consistent
with and instantiates a rule. Whether the or-
ganism sorts cards, pushes buttons, or says
"positive' or ''megative' instance in a com-
ceptual task matters little, just so long as he
is capable of responding as these taskrequire-
ments demand. What does matter ig that the
individual respanses are a part of and thereby
exemplify what has been or is being learned.

With further elaboration, these statements
would sarely be classified as "cognitive, "' for
they adrnit to the possibility that organisms
learn, can know, and can understand how to
behave, They allow, moreover, that cne in-
dividual might recognize the rule {(or rules)
exemplified in the behavior of another. But
just as forcefully they eschew the notion of
vnderlying and/or antedating psychological
processes which are said to control, govern,
or regulate responses. The control and reg-
ulation is provided by objective conditions in
the situation and by the abilities and skills of
the organism.
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RELATED RESEARCH

Whetheradescriptionof behavior in terms
cf rules is a viable possibility is something
which is unlikely to be settled by any single
experiment or perhaps even by all the hard
facts that we now have at our disposal. There
are, however, a few empirical results which
merit attention,

SOLUTION SHIFTS

It is anaccepted fact that nonreversal shifts
in the solution of discrimination learning and
simple conceptual problems are more diffi-
cult than reversal shifts for adult human Ss,
but that reversals are more difficult for pre-
verbal (and infra-human) €s. The finding is
commonly taken as evidence of the capacity
for mediational processes (antedating overt
behavior) in the verbal organism. This find-
ing, however, is not as stable as might be
hoped. For example, if the adult S's attention
is arawn by instructions to the various stim-~
ulus dimensions, with the admonishment that
anyone butonlyone is correlated with the cor-
rect category responses, the difference in
difficulty vanishes; the two types of shift are
accomplished with equal rapidity (Johnson,
Fishkin, and Bourne, 1966). Moreover, with
repeated shifts, in a learning set paradigm,
the initial difference in difficulty is eliminated.
Both types of shift are made in a minimal
number of trials; and this is true whether §
is an adult human being {(for whom the reversal
is easier to begin with), a young child (for
whom the nonreversal is initially easier)® or
a member of some subhuman species (Dufort,
Guttman, and Kimble, 1954; Schusterman,
1964). What are recorded in these experi-
ments are the individual, trial-by-trial (cate-
gory)responses of Ssand it is natural to think

ITh‘is conclusion is based on data collected
by P. J. Johnson and J. Wadsworth at the
University of Colorado. Details of the study
will be reported elsewhere,
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of them as being learned (or associated) and
todeal withthem as the data to be "explained. "
The general findings, however, might suggest
that these responses merely instantiate what
has been learned~—that S has learned to be-
have —within the physical limits and require-
ments of the task—in accord with a rule.
Adult human beings often can state that rule
verbally—~when the solution changes (and one
error can signal :hat) find a new stimulus
characteristic whichis correlated withcorrect
responses; often there will be enough infor-
mation provided on the error trial to deter-
mine the new solution. But the ability to ver-
balize is no condition for using the rule. The
rale is a way of describing and identifying
what S is doing, and is neither cause nor ex-
planation for that behavior. Why there is a
transition fromnonreversals as the easier of
the two tasks when no pretraining or instruc-
tions are given is more difficult to account for.
It is an interesting, though fragile, empirical
fact whichmight have something to do with the
prior learning of stimulus dimensions (Riley,
McKee, and Hadley, 1964), the concept of op-
posites (Bogartz, 1965; Kroll and Schvane-
veldt, 1965), or some other peculiar charac-
teristic of the history of human beings. But
it, too, compels no assumptions about under-
lying, behavior-controlling processes.

LEARNING SIMPLE LOGIC

More to the point perhaps is some recent
research on the learning of relatively simple
logical operations. Class concepts can be de-
fined by a variety of operators, among which
are the conjunctive, ''x and y,'" the disjunc-
tive, ''x and/or y, ' the conditional, "if x then
Y, ' and the biconditicnal, x if and only if y, "
where x and y are any two unique stimulus
attributes. In these experiments, Ss learned
a variety of class concepts within a task for-
mat similar to the conventional concept-learn-
ing paradigm. Specifically, Ss learned or dis-
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covered how to sort stimulus patterns into
categorics (positive and ncegative instances of
some unknown concept) by observing the prop-
cr placement of a series of examples.  The
problems were of two types: (a) S might be
required to learnthe defining relationship be-
tween the relevant attributes of a concept;
under the se circumstances, the attributes
were named at the outset and S determined
how theywere combined, 'x _? y,'' to speci-
fy the concept. (b) Alternatively, S's task
might be to identify the relevant attributes;
here the relationship was given (throughin-
structions and pretraining, if necessary) and
the problem had the form '? Q ?," where
Q is some chosen connective, such as
conjunction.

Connective Learning

A number of experiments, contrasting at-
tribute and connective learning problems and
comparing the various connectives for diffi-
culty, have been conducted (some of which are
reported elsewhere, e. g., Haygood and
Bourne, 1965; Bourne, 1966c). The S's be-
havior exhibits some interesting and unique
features which are best shown by means of
illustrative results. Without any pretraining,
some Ss were given the task of learning to
sort gecometrical designs in accord with the

concept 'x

2y " where the blank, unknown
to S, was it and only if. There were 81 peo-
metrical designs in total, the populationbeing
gencvrated by four dimensions (color, form,

number, and size¢ of tigures) cach with three
values.  As a concrete example, let x and y
be the attributes redness and triangularity,
respectively. The concept then, ''red if and
only if triangle," required that all patterns
whichwere red and triangular and all patterns
which were neither red nor triangular (c.g.,
blue circles or green squares) be sorted into
the class of positive instances and that all red
nontriangles and all nonred triangles be label-
ed negative instances. The required arrange-
ment is shown in Table 1.

On the average, naive but relatively intel-
ligent human beings took about 60-70 trials
(diffecrent examples) to solve this problem.
Over the course of these trials, they responded
toand observed the correct placement of sev-
cralpatterns of eachtype, i.e., red triangles,
nonred triangles, etc. The probability of an
incorrect response by £ on these trials is
shown in Table l~—under the heading, Prob-
lem l—for all four types of instances. A
more detailed breakdown shows these proba-
bilities for the first and second (or first
through fourth) examples of each type, (We
limit ourselves here todifferent examples, of
which there were only two for nonred trian-

Table 1

Description of the Stimulus Patterns, the Stimulus Classes,
and the Results of a Connective-learning Experiment

Problem 1 Problem 7
Overall Individual Individual

Stimulus Illustrative Response  Error Ordinal Error Ordinal Error
Classes Description Class Rate Position Rate Position Rate
TT RTr + .22 -—— --- --- 11
TF RTr - .43 Ist .51 Ist .51
(RC,RS) Znd .44 2nd . 00

FT RTr - .39 Ist .48 Ist .48
(GTr,BTr) 2nd .40 2nd .12

FF RTr + .68 Ist .82 ist .49
{GC, GS, 2nd 17 Znd . rd

BC, BS) 3rd . 69 3rd .00

4th .73 4th .00

—

Note: The following abbreviations are used: T, true (or present;, F, fals¢ (or absent}; R, red;
G, green; B, blue; S, square; Tr, triangle; and C, circle.



gles—greenand blue triangles —and only four
for nonred nontriangles, as illustrated in
Table 1.)

Errors (misplacements by S) were dis-
tributed unevenly over the various types of
patterns; Ss made fewest errors (both pro-
portionately and in absolute number) on red
triangular patterns (recall, _S_ had been told
that redness and triangularity were the rele-
vant attributes} and most errors on nonred
nontriangles (which, like red triangles, were
positive instances). Probability of error
showed a small, but reliable, decrease from
the first to the second (or fourth) example of
each type of pattern.

Another group of Ss was givenprecisely the
same task, after a pretraining routine during
which they solved a series of six connective-
learning problems. Each pair of pretraining
problems involved a different connective,
i. e., two conjunctives, two disjunctives, and
two conditionals —but of course none of these
was identical to the test connective, a bicon-
ditional. And, of course, the two relevant
attributes were different for all seven prob-
lems. The order of connectives during pre-
training was counterbalanced within the group.

On the average, these Ss required 5.5
trials to attain solution, i.e., to achieve er-
rorless performance on the biconditional
problem. Mean error probabilities for the
various stimulus patterns are shown in Table
1, under the heading Problem 7. Several fea-
tures of the data are notable. First, the ma-
jority of Ss (77%) solved the problem with at
most one error on each of the four types of
instances. This precludes the computation of
meaningful error rates for the four types of
patterns. It can be seen, however, that the
probability of an error on the first example
of each type was about the same, .5. One
can safely ignore red triangles, for those in-
stances containing both relevant attributes
were positive under all the connectives con-
sidered here: thus _S_ was likely to guess pos-
itive for red triangles in Problem 7. The
difficulty associated with placing nonred non-
triangles in the positive category (along with
red triangles with which they share no com-
mon attributes) was all but eliminated with
pretraining. Finally, the probability of error
on the second example (recall, it had at least
some different stimulus attributes)of any type
was virtually zero. On the third example,
and all thereafter, it was zero.

These data imply that Ss' behavior with
training comes tobe organized in a particular
way. It is as if Ss learned an algorithm* in
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any problem of this type, observe the correct
placement of an example of eachof four class-
es of patterns distinguished by the presence
or absence of the two given attributes; then
classify all subsequent examples according to
these four observations. One could go further
to say that §'s behavior looks as though it is
mediated by something akin to a truth table.
The designations TT, TF, FT, and FF for the
four stimulus classes are used in Table 1 to
emphasize this possibility. Clearly proposi-
tion "x _? y'" is fully determined by estab-
lishing the truth value of xy, Xy, xy, and Xy
(or of TT, TF, FT, and FF instances). So
maybe what S has learned or discovered is a
deductive device like that used in elementary
logic, which enables the overt performance.

The S does behave in accord with "truth
table'' rules. But this in turn does not imply
that his overt behavior is mediated by an an-
tecedent ''look’’ at an implicit truth table (or
any representation thereof). Subjects do not
report any systematic prior rehearsal of overt
behavior. Further they have a difficult time
verbalizing the structure of their behavior or
any correlative implicit responses. Subjects
behave as they have been trained to behave.
The complexities of their action resides inthe
behavior itself, in the manner in which it is
"'run off" and not (at least not necessarily) in
any preliminary covert representation of be-
havior. The Ss were trained tosolve connec-
tive-problems, and solve them they do when
the necessity is imposed. What they have
learned is a complex behavior which can be
described as a rule. And there seems to be
no point to inventing a psychological mecha-
nism that enables S to follow that rule.

Remark

Some of the 'fine grain'' features of cate-
gory responses might be noted in passing. It
istempting to say thaton Problem 1l Ss seemed
to be learning gradually. Correct response
probabilities increase over successive pre-
sentations of instances of the same class, as
might be expected if associat .s were being
formed. On the other hand, the learning in
Problem 7 looks all-or-none. The error rate
is roughly .5 until S makes his last error,
after which it drops to zero. Which set of
assumptions about underlying processes-—in-
cremental association formation or all-or-
none hypothesis testing—gains the greater
support from thesedata? It is difficult to de-
cide on an answer to that question. Still S's
behavior makes sense if one looks not only at



the response on each trial but also considers
the way in which these responses fit in as a
part of S's ongoing, rule-following behavior.

Attribute Identification

All (or nearly all) §s learn, with training,
to solve in an efficient way conceptual prob-
lems in which the connective is unknown,
There is additional evidence of a similar be-
havioral 'strategy'’ in attribute identification
tasks. Withexperience insolving these prob-
lems—~—rule given, attributes unknown—Ss act
as if they know and understand the truth-table
(not really a surprising result) and can iden-
tify the unknown attributes in exactly four in-
stances if these instances are chosen properly
to represent the four stimulus classes. While
familiar enough to academic-types, the prob-
lem-solving process is relatively complex.
Still the complexity is there in S's bebhavior —
open and visible to the public, and not hidden
away in some implicit form.

Logic Pretraining

One other experiment might be summa-
rized. The results so far suggest that pre-
liminary instructions (or alternatively, prac-
tice) in constructing truth-tables ought to
facilitate the learning of class concepts. De-
siring not to be quite so direct about it, Hay-
good and Kiehlbauch (1965) pretrained Ss to
sort geometric designs into four categories
defined by the presence or absence of two
named attributes. For example, given red-
ness and triangularity as the attributes, S
learned to place red triangles (TT) in one
category, nonred triangles (FT) in a second,
red nontriangles (TF) in a third, and nonred
nontriangles (FF) in a fourth., Four sorts of
this type were required (each with a different
pair of attributes) after which S solved one
experimental problem of the connective-learn-~
ing variety. For different Ss, the unknown
connective was conjunctive, disjunctive, con-

ditional or biconditional. Other Ss solved the
same problems without this form of pretrain-
ing. Mean number of trials to solution re-
quired by pretrained Ss were 6, 6, 11, and
22 for the four connectives in the order given
above. For nonpretrained Ss, the comparable
means were 12, 29, 32, 51. The differcnce
was highly reliable. These results take on
added significance if it is understood that suf-
ficient information to solve each problem is
given in the first six trials (on the average).
Thus, Ss pretrained to categorize in accord
with the rows of a bidimensional truth-table
solved conjunctive and disjunctive problems
with maximal efficiency. The apparent diffi-
culty with conditionals and biconditionals can
be assigned with some confidence to conflicting
extra-experimental experience; both connec-
tives require, for example, that FF patterns
be grouped with TT patterns as positive
instances.

In passing, it might be noted that related
results have been obtained from children,
ranginginage from4. 5 to 7 years. This study
was limited to conjunctions and disjunctions,
on the assumption that young people might find
the other connectives too difficult. As itturns
out, this was probably a miscalculation.
Again, there was a marked facilitative effect
of experience with the four-class sorting task,
The effect interacted with age, with 4,5-5
year olds seeming to benefit only slightly
{about 17% reduction in trials to solution with
pretraining) while 5.5-6 year olds (about 60%
reduction)and 5.5-7 year olds (about 77% re -
duction) derived considerable benefit. The
oldest Ss displayed near maximally efficient
problem solving on both conjunctions and dis-
junctions, their data bei%g quite similar to
those of college students.

ZThese results are drawn froma study con-
ducted by P. J. Johnson and Anne Fishkin at
the University of Colorado. The experiment
will be described in a separate report.
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FINAL REMARKS

The main questionseems tohave been lost,
Whatdoes researchonconceptual behe vior tell
us about thinking? What has been said up to
now might be takenas a denial of thoughts and
thinking altogether. Since that was not the
intent, some attempt at clarification is
necessary.

Pcople do have thoughts. Moreover, peo-
ple do engage in implicit, covert activities,
like subvocal speech. These things seem
self-evident; at leastnothing that hasbeen said
heretofore was meant to questionthem. What
has been questioned is the notion that implicit
action regulates or that thinking "explains"
overt behavior. Bothimplicit and explicit be-
havior—and thoughts, too, for that matter —
are conceived to be part of human skills and
abilities, to be described and understood as
performances, The assumption that one, as
a hidden computing process, regulates and
results in the other is rejected.

Saying this, of course, neither makes it so
nor makes the job of understanding thought
and/or implicit behavior any easier. At the
most, it can only help to see why theory and
research in concept attainment is unlikely to
make any special contribution to this under-
standing. Nothing changes the factthat thought
(as a psychological concept), whatever else
is involved, is intangible, private, and with-
out substance. This is what makes descrip-
tion difficult, allows speculation to flourish,
and generates a good deal of confusion.

WHAT IS THOUGHT?

There is no universally satisfying concept
of thought. About the only thing that can be
said with any confidence is that thoughts are
events. Like all events, they are datable and
locatable (i.e., they occur in time and to a
person) and they reflect change. The subject
of change is, of course, the person to whom
the thought occurs; but the more penetrating
question is, cananything precise be said about
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the difference in his state before and after the
thought? Severalanswers might be attempted,
implicating consequence implicit activities,
suchas verbalor visualimageryor behavioral
dispositionsand correlative physiological
processes. But about the thought itself, only
one answer seems to satisfy all sensible
cases—the thought is a change in the indi-
visual's position with respect to other things,
i.e., persons, objects, events, etc., which
can sense and detect; ina word, itis a change
in the individual's possibilities {or potential)
for behaving (Ossorio, 1966).

To illustrate, if I think of a solution, or a
possible solution to a problem, my relation
to that part of the world has surely changed.
I can now perform, i.e., solve the problem
or attempt to solve it, whereas before I could
not.

A thought is said to be a change in state.
And the resulting state is a positionfrom which
the individual might undertake action. In that
sense, then, the thought is describable as a
state of readiness (incipientaction?); behavior
can follow naturally, and the thought is part
of that behavior. It must be clear that be-
havioral sequelae can be either explicit—an
overt attempt at proper performance~or im-
plicit—as, for example, in subvocal speech.
But to recognize implicit behavior is not to
endow it with the special property of control
over overt attempts. Note also that a thought
might have no behavioral consequences if,
for example, one change of state follows
rapidly upon another.

One final comment: if thoughts are events,
why isn't thinking a process, a mental process
buried away in the deep structure of behavior?
If behaviors suchas subvocalspeechare clas-
sified as thinking, then thinking is a process.
But it is a process that follows from thought,
rather than something which is likely to pro-
duce thoughts. More commeonly, the thought
process is imagined to be something called
calculating, pondering, reflecting, deliberat-
ing, etc., whichhas as its outcome a thought.



Whether there is some such process is inde-
terminate. Nomatter whatelse might be said,
it is casy to see that what is at issue here is
hardly the same concept of process fruitfully
used inother sciences, for psychological pro-
cesses leading to thoughts do not occupy any
definite time interval, nor are they identifiable
independently of aninitial state or an outcome
(Ossorio, 1966). Examples of scientifically
uscful processes are plentiful—flow of water,
heat transfer, growth in plants, and so on.
But having a thought, making a decision, cal-
culating a sum, selecting an hypothesis, or
forming an association, as processes, lack
determinable time characteristics and des-
criptions whichare independent of initial con-
dition and outcome. (What would it be like to
be half-way through the process of having a
thought or making a decision?) The problem
can further be characterized by saying that it
is not so much a matter of lacking information
or of being unable to observe the process as

it is simply not knowing what to look for. It
is & scarch for something only rumored to
exist, but so indescribable that we can't even
tell when one ocours,

Sowhat is missing in anaccount of behavior
which fails to mention underlying processes?
There are physiological proces se s, which
hopefully canbe related empirically to thinking
and behavior,; and there are behaviors, which
might be liberalized to include thoughts as
changes in potential for action. These things
can be described. Is there anything more?
Are there real questions that can be asked
about thinking and behavior whose answers
depend on the discovery of an underlying,
psychologicalcontrolling process? Real ques-
tions exist only when there is a waytorecog-
nize the right answer. And questions about
thinking and behavior can probably be an-
swered recognizably in terms of describable
experience, ability, and performance.

13



REFERENCES

Anderson, N. H.
sarapling theory.

An evaluation of stinulus
In A, W. Mclton (Ed.)

Categories of human learning. New York:
Academt Press, 1964, Pp. 129-144,

Bergmaan, G, Psychoanalysis and experi-
mental psychology: A review from the
standpoint of scientific empiricism, Mind,
1943, 52, 122-140,

Bogartz, W. Effects of reversal and nonre-
versal shifts with CVC stimuli. Journal
of Verbal Learning and Verbal Behavior,
1965, 4, 484-488.

L. E., Jr. Concept attainment.

Institute of Behavioral Science Report 81.

Boulder, Colo.: mimeo, 1966, (a)fi

Bourne,

Bourne, L. E., Jr. Human conceptual be-
havior. Boston: Allyn-Bacon, 1966. (b)
Bourne, L.. E., Jr. Learning and utilization

of conceptual rules, Institute of Behavioral

Science Report 86, Boulder, Colo.:
mimeo, 1966. (¢)
Bourne, L.. E., Jr., & Restle, F. Mathe-

matical theory of concept identification.
Psychological Review, 1959, 66, 278-296.
Bower, G. H., & Trabasso, T. Concept iden-
tification. In R. C. Atkinson (Ed. ),Studies

in mathematicil psychology. Stanford:
Stanford Univ. Press, 1963,
Bush, R. R., & Mosteller, F. Stochastic

models for learning. New York: Wiley,

1955,
Chomsky, N. Syntactic structures. The
Hapue: Mouton, 1957,

Dufort, R. H., Guttman, N., & Kimble, G. A.
Onc-trial discrimination reversal in the
Journal of Comparative and
Physiological Psychology, 1954, 47, 248-
249,
Goss, A. E.
convept formation, Psychological Review,
lgol, ﬁ, 248-274.,
R. C., & Bourne, L. E., Jr.
Attribute and rule-learning aspects of con-
ceptual behavior,
baes, 72, 175-195.

white rat.

Verbal mediating response and

Haygood,

Psychological Review,

[ e

Haygood, R. C., & Kiehlbauch, J. B. Effects
of logical pre-training on concept rule-
learning performance. Paper read at Mid-
west Psychological Association, May 1965,

Hull, C. L. Knowledge and purpose as habit
mechanisms. Psychological Review, 1930,
57, 511-525.

Hunt, £. B. Concept learning. New York:
Wiley, 1962,
Johnson, P, J., Fishkin, Anne, & Bourne,

L. E., Jr. Effects of procedural variables
upon reversal and interdimensional shift
performance: II. Psychonomic Science,
1966, 4, 69-70.

Kendler, H. H., & Kendler, T. S. Vertical
and horizontal processes in problem solv-

ing. Psychological Review, 1962, 69,
1-16,
Kendler, T. S. Learning development and

thinking. In E. Harms {Ed.), Fundainentals
of psychology: the psychology of thinking.
Annals of the New York Academy of Science.
1960, 91, 52-56.

Kendler, T. S. Concept formation. Annual
Review_of Psychology, 1961, 12, 447-472.

Kleinmuntz, B. (Ed.) Problem solving.
New York: Wiley, 1966.

Kroll, N. E. A., &Schvaneveldt, R. W. Cue
associations in concept shifts. Paperpre-
sented at Midwest Psychological Associa-
tion, May 1966.

Levine, M. Hypothesis behavior by humans
during discrimination learning. Journal of
Experimental Psychology, 1966, 71, 331-
338.

Mandler, G. From association to structure.
Psychological Review, 1962, 69, 415-427.

Miller, G. A., Galanter, E., & Pribram, K.
Plans and the structure of behavior. New
York: Holt, 1960.

Osgood, C. Method and theory in experi-
mental psychology. New York: Oxford
Univ., Press, 1953,

Ossorio, P, G, Persons. Linguistic Re-
search Institute Report No. 3. DBoulder,

Colo.: mimeo, 1966,

15

<o



Re~tle, F.
learning.
§2a-343,

Riley, D. A, McKee, I. P., & Hadley, R.
W, Prediction of auditory discrimination

The sclection of strategies in cue

}’~\'\'iu)lngic'a1 Review, 1362, vy,

learning and transposition {rom children's

auditory ordering ability.,  Journal of Ex-

perimoental Psychology, 1964, 67, 324-329,
Simith, K.
of learning.

U, Cybernetic theory and analysis
In E. A. Bilodeau (Ed.),
Acvguisition of skill, New York: Acadernic
166,

Press,

1o

(X

R. J.
tion~reversal training and multiple dis-~
crirnination training on one-trial learning
by chimpanzees. Journal of Comparative

Schusterman, Successive discrimina-

and Physiological Psychology, 1964, 58,
153-156.
Staats, A. W. Verbal habit families, con-

cepts, and the operant conditioning of word
Psychological Review, 1961, 68,

classes,

190-204.
Staats, A, W., & Staats, C. K. Complex
human behavior. New York: Holt, 1964,

I



OTHER REPORTS OF THE R & D CENTER FOR LEARNING AND RE-EDUCATION

TECHNICAL REPORTS

No. 1
No. 2
No. 3
No. 4
No. 5
No. ©
No. 7
No. 8
No. 9
No. 10
No. 11

Klausmeier, H. J., Davis, J. K.,
Ramsay, J. G., Fredrick, W. C.,
and Davies, Mary H. Concept learn-
ing and problem solving: A bibliog-
raphy, 1950-1965. October 1965.
Goodwin, W. L. The effects of
achievement test results of varying
conditions of experimental atmo-
sphere, notice of test, test adminis-
tration, and test scoring. November
1965.

Fredrick, W, C. The effects of in-
structions, concept ccemplexity,
method of presentation, and order of
concepts upon a concept attainment
task. November 1965,

Ramsay, J. G. The attainment of
concepts from figural and verbal in-
stances, by individuals and pairs.
January 1966.

Van Engen, H., and Steffe, L. P.
Firstgrade children's concept of ad-
dition of natural numbers. February
1966.

Lynch, D. C. Concept identification
as a function of instructions, labels,
sequence, concept type, andtestitem
type. June 1966,

Biaggio, Angela M. 3. Relative pre-
dictability of freshman grade-point
averages from S/.T scores in Negro
and white Southern colleges. Sep-
tember 1966.

Kalish, Patricia W. Concept attain-
ment as afunction of monetary incen-
tives, competition, and instructions,
< ntember 1966,

ko' 1lwin, Thelma L., and Johnson,
.~ J. Teacher behaviors and effec-
tiveness of reinforcement. Septem-
ber 1966.

Fang, M. C. S. Effect of incentive
and complexity onperformance of
students from two social class back-
grounds on a concept identification
task. September 1966.

Lemke, Elmer A., Klausmeier, H.
J., and Harris, Chester W. The re-
lationship of selected cognitive abil-
ities to concept attainment and infor-

mation processing. October 1%66.

No., 12

Burmeister, Lou E. An evaluation
of the inductive and deductive group
approaches to teaching selected word
analysis generalizations to disabled
readers in eighth and ninth grades.
November 1966.

Boe, Barbara L. Secondary school
pupils' perception of the plane sec-
tions of selected solid figures. De-
cember 1966.

Steffe, L. P. The performance of
first grade children in four levels of
conservation of numerousness and
three IQ groups when solving arith-
metic addition problems, December
1966.

Sweet, R. C. Educational attainment
and attitudes toward school as a func-
tion of feedback in the form of teach-

ers' written comments. December
1966.
Weueissglass, Roberta R. The effect

of memory span on cue patterns in

word recognition. December 1966.

OCCASIONAL PAPERS

No. 1
No. 2
No. 3
No. 4
No. 5
No. ©6
P

e by

Staats, A. W. Emotions and images
in language: A learning analysis of
their acquisition and function. June
1966.

Davis, G. A, The current status of
research and theory in human prob-
lem solving. June 1966.
Klausmeier, H. J., Goodwin, W, L.,
Prasch, J., and Goodson, M. R.
Project MODELS: Maximizing op-
portunities for development and ex-
perimentation in learning in the
schools. July 1966.

Otto, W. The relationshipof reactive
inhibition and sc hool achievement:
Theory, research, and implications.
September 1966,

Baker, Frank B. The development
of a computer model of the concept
attainment process: A preliminary

report. October 1966.

Davis, G. A., Manske, Mary, &
Train, Alice. Training creative
thinking. January 1967.



